High-frequency oscillatory events, termed ripples, represent synchrony of neural activity in the brain. Recent evidence suggests that medial temporal lobe (MTL) ripples support memory retrieval. However, it is unclear if ripples signal the reinstatement of episodic memories. Analyzing electrophysiological MTL recordings from 245 neurosurgical participants performing episodic recall tasks, we find that the rate of hippocampal ripples rises just prior to the free recall of recently formed memories. This prerecall ripple effect (PRE) is stronger in the CA1 and CA3/dentate gyrus (CA3/DG) subfields of the hippocampus than the neighboring MTL regions entorhinal and parahippocampal cortex. PRE is also stronger prior to the retrieval of temporally and semantically clustered, as compared with unclustered, recalls, indicating the involvement of ripples in contextual reinstatement, which is a hallmark of episodic memory.
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High-frequency oscillatory events, termed ripples, represent synchrony of neural activity in the brain. Recent evidence suggests that medial temporal lobe (MTL) ripples support memory retrieval. However, it is unclear if ripples signal the reinstatement of episodic memories. Analyzing electrophysiological MTL recordings from 245 neurosurgical participants performing episodic recall tasks, we find that the rate of hippocampal ripples rises just prior to the free recall of recently formed memories. This prerecall ripple effect (PRE) is stronger in the CA1 and CA3/dentate gyrus (CA3/DG) subfields of the hippocampus than the neighboring MTL regions entorhinal and parahippocampal cortex. PRE is also stronger prior to the retrieval of temporally and semantically clustered, as compared with unclustered, recalls, indicating the involvement of ripples in contextual reinstatement, which is a hallmark of episodic memory.

Significance

High-frequency electrophysiological events in the medial temporal lobe (MTL)—known as ripples—have been linked to memory retrieval. Here, using electrophysiological recordings from neurosurgical patients performing free-recall tasks, we confirm that hippocampal ripples rise in rate just prior to word recall in humans. Notably, we see the highest ripple rates prior to recalls most likely achieved via contextual reinstatement, supporting hypotheses from rodent work that ripples reflect engagement of episodic memory mechanisms. We also find significantly more ripples prior to recall in hippocampal areas cornu ammonis region 1 and dentate gyrus than in nearby MTL cortical regions, uncovering a physiological correlate of successfully retrieved episodic memories.
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We partitioned our data into two halves: a first half for developing initial analyses, and a second half held out as a confirmatory dataset. We preregistered our hypotheses as well as the initial figures for the first half of the data on the Open Science Framework (https://osf.io/y5zwt). Therefore, for the main tests throughout the manuscript, we present two sets of statistics: 1) the significance of model coefficients on the held out half of data and 2) the significance of model coefficients on the full dataset (Materials and Methods).

The analyses detail three main findings. First, we establish the prerecall ripple effect (PRE), in which ripples occur just prior to the vocalization of freely recalled words. Next, we find that this effect is strongest in hippocampal subfields CA1 and CA3/DG. Finally, we show that the PRE shows the highest ripple rates on trials more likely to reinstate episodic information.

**Results**

The Prerecall Retrieval Effect (PRE). To elucidate the relation between ripples and recall, we align hippocampal recordings to the onset of each correct recall vocalization in the FR dataset. A raster plot for 10 example participants with hippocampal recordings illustrates when ripples occur with respect to these recalls, where each row is a recording from a single channel aligned to a correctly recalled word, and each dot represents the start time of a single ripple (Fig. 2A). The raster suggests that ripple rates rise several hundred milliseconds prior to vocalization onset, as shown in recent work (11, 12, 15).

Models of free recall posit separate mechanisms for recall initiation and subsequent retrieval transitions, with the former being driven by a persistent representation of items or context and the latter being driven by cue-dependent associative retrieval (25, 30). Recordings from hippocampal subfields CA1 and CA3/DG, averaged across all participants into peri-vocalization time histograms (PVTHs), reveal clear physiological evidence for this distinction. Specifically, cue-dependent recalls (i.e., those following the first response, or \( \geq \) second recalls) exhibit a sharp rise in ripples prior to word vocalization (Fig. 2B), which we term the PRE. In contrast, the first recall in each retrieval period does not show this same PRE (Fig. 2B).

Using a linear mixed-effects model to quantify this distinction, while accounting for both within- and between-participant variability (Eq. 1), we find PRE to be significantly stronger for \( \geq \) second recalls compared to first recalls, an effect that appears in both CA1 (Fig. 2B, Left) and CA3/DG (Fig. 2B, Right). Further, PRE is statistically significant across participants for both CA1 and CA3/DG when looking at the rise in ripples compared to baseline rates for \( \geq \) second recalls (Fig. 2C and Eq. 2).

We next ask whether PRE for \( \geq \) second recalls correlates with memory performance. Measuring the ripple rate of PRE averaged across correct recalls from a given list and correlating it with the number of recalls from that list, we find that participants show...
a significantly stronger PRE in CA1 when they remember more list items (Fig. 2D and Eq. 2). Another way to relate PRE with memory performance is to compare correct recalls with intrusions [i.e., recall of items not present on the target list (31)]. We find a significantly stronger PRE for correct recalls than intrusions in CA1 (Fig. 2E). Although trending in the same direction, these comparisons do not appear significantly in CA3/DG. Taken together, the link between PRE and correct, cue-dependent recall implicates hippocampal ripples in episodic memory retrieval.

**PRE Is Stronger in Hippocampus than the ENT or PHC Cortex.** In addition to hippocampal electrode pairs, many participants had electrode coverage in the ENT and PHC cortex (Fig. 3A). Ripples are known to occur in both of these regions (1, 15), so, once again using the FR dataset, we ask if PRE occurs in these regions before vocalization, as shown in the hippocampus. Neither the ENT nor PHC cortex does show a significant rise in ripples compared to baseline (Fig. 3E and Eq. 1). When assessing PRE at the participant level as the rise in ripples before vocalization compared to baseline rates for ≥second recalls, the ENT cortex does not show a significant rise in ripples (Fig. 3D and Eq. 2). However, PHC cortex does show a significant rise in ripples compared to baseline (Fig. 3E and Eq. 2).

To properly compare PRE between regions, we contrast them in a single model for each participant. We make pairwise...
comparisons between the hippocampal subfields (CA1 and CA3/ DG) and the ENT and PHC cortices, but only for those participants with bipolar electrode pairs in at least two of these regions (e.g., a participant with electrodes in CA1, CA3/DG, and the ENT cortex would contribute three pairwise comparisons: CA1 vs. CA3/DG, CA1 vs. ENT, and CA3/DG vs. ENT). Comparing PRE between pairs of regions within each participant using a separate linear mixed model for each (Eq. 4) isolates the region contrast by controlling for differences between participants (i.e., recordings from both regions occur during the same recalls). The t scores from each model are then combined across regional comparisons and assessed with a one-sample t test across participants (Fig. 3F). Both hippocampal subfields CA1 and CA3/DG have a significantly stronger PRE than the ENT or PHC cortex. There are no reliable differences in PRE between CA1 and CA3/DG or between the ENT and PHC cortex. We also ask whether the postvocalization drop in ripple rate evident in many participants (Fig. 2A and B), possibly due to a refractory period after the rise in ripples from PRE (1, 32), is also specific to the hippocampus. Taking advantage of these same participants with electrode pairs in at least two regions, no pair of regions show a significant difference after vocalization (Fig. 3G and Eq. 4), suggesting that this drop is not specific to the hippocampus like PRE. In conclusion, PRE predominantly occurs in the hippocampus.

**PRE is Stronger for Contextually Mediated Recalls.** Next, we ask if PRE correlates with behavioral measures specific to episodic memory (31, 33, 34). We first focus on the catFR dataset, as the list of words in this task has a rich semantic and temporal structure (Fig. 4A). In particular, words in the catFR task are drawn from a pool of 25 semantically related categories, with 3 categories selected per 12-word list. Each set of 4 words from a category is presented as pairs, with the pairs never shown back-to-back. For example, “dolphin” and “octopus” might be a pair of consecutively shown words, followed by “cupcake” and “pie,” which are then followed by “fish” and “whale” (Fig. 4A). This setup allows us to measure contextual reinstatement in semantic and temporal dimensions when participants recall the words, as back-to-back recalls can transition between 1) a semantic pair that was temporally adjacent in the list (adjacent semantic, e.g., “dolphin…octopus”; 20% of recalls); 2) a semantic pair that was temporally remote in the list (remote semantic, e.g., “dolphin…whale”; 20% of recalls); and 3) a pair of words that were temporally adjacent in the list, but not semantically related (only 3% of recalls, as participants tend to recall via semantic associations in catFR, so we do not investigate them further). The remaining transitions are remote unclustered (e.g., “dolphin…pie”; 17% of recalls), meaning two semantically unrelated words that were not adjacent on the list; intrusions (12%); and dead ends (28%). By comparing groups of trials with contextual associations to those without, we can assess if ripples
**Fig. 4.** Context reinstatement and the PRE. (A, Upper) Outline of categorized free recall task (catFR). Word lists comprised 12 words from 3 semantic categories (shown as A, B, and C) and are presented during encoding in pairs of 2. (A, Lower) Percentages of recall types by transitions between recalls. (B) Raster of ripples aligned to vocalization from three of the same participants in Fig. 2A that ran both task versions (1, 3, and 8) and three new participants (I through III). Purple lines divide participants. (C) PVTH for hippocampal subfield CA1 aligned to vocalization in catFR with the same conventions as Fig. 2B. Significance of mixed model assessing PRE for ≥ second recalls (Eq. 1): held-out data: \( \beta = 0.065 \pm 0.025, P = 0.033; 100\% \) of data: \( \beta = 0.077 \pm 0.019, P = 2.2 \times 10^{-4} \) (FDR-corrected across six tests of Eq. 1). There were 163 sessions from 89 participants. Error bands are SEs from a mixed model at each bin, and the orange line indicates significant time range, as in Figs. 2 and 3. (D) Same for hippocampal area CA3/DG. Held-out data: \( \beta = 0.029 \pm 0.032, P = 0.44; 100\% \) of data: \( \beta = 0.023 \pm 0.025, P = 0.42. \) Data from 115 sessions from 61 participants. (E) Same conventions as Fig. 2C, with mixed-model \( t \) scores for PRE calculated for CA1 and CA3/DG electrode pairs in each participant performing catFR (Eq. 2). Held-out data: CA1, \( t = 2.0 \times 10^{-4}, t = 4.6, df = 48; \) CA3/DG, \( P = 0.32, t = 1.0, df = 28; \) 100% of data: CA1, \( t = 6.7 \times 10^{-5}, t = 5.1, df = 73; \) CA3/DG, \( P = 0.064, t = 2.0, df = 47 \) (FDR-corrected across six tests). CA1, \( n = 74; \) CA3/DG, \( n = 46 \) with at least 10 recalls. (F) Localization of hippocampal electrode pairs in participants that ran catFR, as in Fig. 1E. Views from top to bottom are inferior, left sagittal, and right sagittal. CA1, \( n = 219 \) bipolar electrode pairs; CA3/DG, \( n = 122. \) (G) Schematic for hypothesis of ripples as a signature of contextual reinstatement. An example ripple before vocalization is shown (arrow) in zoomed-in iEEG (70 to 178 Hz filtered). (H) PVTH of catFR trials comparing adjacent semantic vs. remote unclustered trials, aligned to the first word of each pair. Significance of coefficient comparing PRE between these trial types in a mixed model (Eq. 1): held-out data: CA1, \( \beta = -0.074 \pm 0.049, P = 0.20; 100\% \) of data: \( \beta = -0.089 \pm 0.036, P = 0.046 \) (FDR-corrected across six tests of Eq. 1; Fig. 4 H–J and SI Appendix, Fig. S3 A–C). We also compare using the same model with the PRE window from \(-1,100 \) to \(-100 \) ms: 100% of data: \( \beta = -0.077 \pm 0.024, P = 0.0080 \) (FDR-corrected across six tests using this window). Data are from 145 sessions collected in 83 participants. Error bars are SE, and the orange line indicates significant time range. (I) PVTH of catFR trials comparing remote semantic vs. remote unclustered trials. Same conventions, number of sessions and participants, and significance test as \( H. \) Held-out data: CA1, \( \beta = -0.024 \pm 0.051, P = 0.64; 100\% \) of data: \( \beta = -0.053 \pm 0.051, P = 0.20 \) (FDR-corrected). Using the bin from \(-1,100 \) to \(-100 \) ms: 100% of data: CA1, \( \beta = -0.066 \pm 0.025, P = 0.027 \) (FDR-corrected). (J) PVTH of FR data comparing adjacent recalls (lag = 1) vs. remote recalls (lag ≥ 4). Data are from 199 sessions collected in 109 participants. Same conventions and significance test as \( H. \) Held-out data: CA1, \( \beta = -0.075 \pm 0.036, P = 0.11; 100\% \) of data: CA1, \( \beta = -0.061 \pm 0.036, P = 0.035 \) (FDR-corrected). Using the bin from \(-1,100 \) to \(-100 \) ms: 100% of data: CA1, \( \beta = -0.029 \pm 0.024, P = 0.22 \) (FDR-corrected). \*\( P < 0.05. \) N.s., not significant.
not only precede recall, but preferentially precede reinstatement of contextual information used to remember groups of items with related features, a key signature of episodic memory (18). Note that we only use ≥2 second recalls in these analyses, as the first recall in every list does not show the signature PRE (Figs. 2B and 4C and D), possibly due to weaker contextual reinstatement before the first recall (Discussion).

Before assessing differences between types of recall, we confirm that our main findings hold true in the catFR dataset, which also acts as an independent dataset to test the presence of PRE. First, using three of the same participants that contributed to the FR raster plot and three new participants (Fig. 2A), a raster aligned to vocalization for the catFR task once again shows visual evidence of PRE (Fig. 4B). Across all participants, PRE is significant for ≥2 second recalls compared to first recalls in both CA1 (Fig. 4C) and CA3/DG (Fig. 4D). Looking at participants individually, there is a significant rise in ripples above baseline for ≥2 second recalls across participants in CA1 and in the same direction for CA3/DG (Fig. 4E). However, due to randomness in participant electrode montages, there happened to be many fewer electrode pairs in CA3/DG than CA1 for catFR (132 vs. 241, respectively; Fig. 4F), making tests with this subfield for catFR relatively underpowered.

For the first test of contextual reinstatement, we set up a comparison between those recalls that act as the strongest contextual cues compared to those that act as the weakest. In particular, we contrast adjacent semantic trials (Fig. 4A), where the subsequent recall was both temporally adjacent and semantically related to the previous recall on the list; and remote unclustered trials, where the subsequent recall was neither. The hypothesis is that if ripples are a signature of contextual reinstatement, we expect PRE before vocalization of the related pair of words (Fig. 4G). For example, if a participant recalls “dolphin...octopus,” the expectation is that PRE will occur before “dolphin,” as the reinstatement of context-to-item process produces the word “octopus” only after the vocalization of “dolphin.” In this case, we would expect to see a rise in ripples prior to “octopus” (i.e., before the second word in the transition). Instead, we see an “anti-PRE effect”: CA1 ripple rates are lower prior to the second word in adjacent semantic and remote semantic pairs for catFR, and lower prior to the second word in lag = 1 pairs for FR (SI Appendix, Fig. 4), as compared to the low-clustering conditions in each case. These results suggest that ripples mark item-to-context reinstatement, as we expand on in Discussion.

Hippocampal PRE Is Not an Artifact of Localization, Detection Algorithm, or Epilepsy. The localization of each bipolar electrode pair to the CA1 or CA3/DG hippocampal subfields is taken as the midpoint between adjacent electrode contacts (electrode spacing is between 3 and 10 mm; Materials and Methods). However, if either of the two contacts are outside the subfield, the ripples for a pair could possibly originate from a different region. To prove that ripples indeed originate from both CA1 and CA3/DG, we perform a control analysis using only the CA1 pairs where both contacts were individually localized to CA1 or only the CA3/DG pairs where both contacts were individually localized to CA3/DG (SI Appendix, Figs. 5 and 6). Even with these more conservatively selected pairs that reduce the trial count by more than half, we find a statistically significant PRE in CA1 (SI Appendix, Figs. 5 and 6). Although the PRE in CA3/DG shows similar ripple rates, it does not meet our statistical threshold, likely owing to the substantial reduction in trials.

The frequency range for the ripple-detection algorithm—based on a recent study of human hippocampal ripples (11)—is relatively broad (70 to 178 Hz). This range likely includes sharp-wave ripple-associated fast gamma, as well as ripples (37, 38). Whereas previous work has grouped these events, they differ only in frequency and relative amplitudes between subfields (37, 38), we ask if ripples detected using algorithms with narrower ranges still reliably show PRE. For a first check, we implement a ripple-detection algorithm with a narrower range (80 to 120 Hz) that was recently used to identify ripples in MTL (12, 15, 16). This stricter algorithm yields lower ripple rates, and ripples have a peak ripple frequency of 90 Hz (SI Appendix, Figs. 1C and 7A), as in previous work (12, 15, 16). Despite the lower ripple rates, we find a significant PRE for ≥2 second recalls compared to first recalls in CA1 and in the same direction for CA3/DG (SI Appendix, Fig. 7B). For a second check, we utilize the original ripple-detection algorithm, but with a higher frequency range (125 to 200 Hz) to isolate ripples at frequencies typically reported in rodent sharp-wave ripple work (1, 37). This method yields lower ripple rates, has a shorter
distribution of durations than the original algorithm, and yields a frequency peak of $\sim 150$ Hz (SI Appendix, Figs. 1B and 8A). We do not find a significant PRE for $\geq 2$ second recalls compared to first recalls in CA1 or CA3/DG using this algorithm (SI Appendix, Fig. 8B and Eq. 1), owing to the false discovery rate (FDR) correction, although there is a significant rise in ripples for CA1 compared to baseline rates (SI Appendix, Fig. 8B and Eq. 2).

We also address the possibility that PRE relates to seizureogenic tissue in epileptic participants, even though recent work suggests that epileptiform tissue shows a weaker link between ripples and memory than healthy tissue (12). For those participants with a clinically defined seizure-onset zone (SOZ), we take all trials from bipolar pairs in the SOZ and compare them to all trials from bipolar pairs not in the SOZ. For both the CA1 and CA3/DG groups, SOZ and non-SOZ trials show a significant PRE (SI Appendix, Fig. 9A). However, neither subfield shows a significant difference when comparing PRE between them, disassociating PRE from epileptic activity. In sum, these control analyses suggest that PRE occurs regardless of detection methods and seizure activity.

Discussion

We investigate high-frequency ripples as participants study and subsequently recall lists of unrelated items ($n = 195$) or lists of categorically related items ($n = 126$). In both paradigms, we find a punctate rise in ripples immediately before participants say recalled words. This prerecall retrieval effect (PRE) occurs specifically for recalls that follow previously recalled items, thereby signaling a cue-dependent retrieval process (Figs. 2B and 4C and D). In particular, we find the highest ripple rates for PRE prior to contextually reinstated recalls (Fig. 4H–J). PRE also appears more significantly in hippocampal subfields CA1 and CA3/DG compared to the ENT and PHC cortex (Fig. 3G). These results implicate ripples in hippocampally-initiated episodic memory retrieval.

The free-recall task provides a window into the organization of memory because it permits participants to report studied items in the order that they come to mind. The order and timing of recalled items reveals the temporal and semantic organization of memory, as participants tend to consecutively recall temporally proximate or semantically related items (39). Modeling these dynamics of memory search highlights the importance of context: a latent representation that includes information about time, space, and semantics of recently experienced or recalled items (25). This context-to-item process necessarily would happen to mind. Meanwhile, persistent context from the end of the list governing the first recall from each list, as there is no preceding item to cue context retrieval (30, 40). Here, we find a stark dichotomy between the first recall on each list and subsequent recalls, with PRE specifically occurring before subsequent recalls (Figs. 2B and 4C and D), suggesting that hippocampal ripples represent a physiological correlate for retrieved context.

The clustering results further ballast the link between hippocampal ripples and contextual reinstatement, as recalls with strong semantic and/or temporal association to the next recalled word show significantly stronger PRE compared to recalls with low clustering (Fig. 4H–J). Standard context-based theories (25) assert that retrieval of an item’s perceptual-semantic features (e.g., those of “dolphin”; Fig. 4G) should precede the reinstatement of the item’s associated context features (e.g., sea-animal category). Simultaneously with this item-to-context process, these models assume a dynamic decision-making process (41) that will eventually lead to item vocalization. We hypothesize that context reinstatement precedes this first vocal response and that PRE signals the process. Consistent with this theory, aligning to the vocalization of the subsequently recalled item (e.g., “octopus” in Fig. 4G) exhibits an anti-PRE (SI Appendix, Fig. 4), suggesting that context has already been reinstated prior to the first word. Context-based theories further predict that memory search evolves by using the reinstated context to guide retrieval of the next item (25). This context-to-item process necessarily would happen after context reinstatement and, therefore, have a later latency. One could thus interpret our findings as consistent with the idea that PRE reflects item-to-context retrieval and inconsistent with the idea that PRE reflects context-to-item retrieval. In this case, the apparent buildup in ripples prior to recall actually reflects a distribution of decision times from a stochastic drift-diffusion process (18, 41). Future work could pursue model-based analyses to elucidate the dynamics of PRE as it relates to the timing of sequentially recalled items.

The rate of ripples in human hippocampus might appear low for a marker of contextually mediated recall, with peak rates only reaching $\sim 0.5$ Hz during the strongest conditions for reinstatement (Fig. 4H–J). However, several aspects of depth electrode recordings place an upper bound on the measured ripple rates in our study. First, taking the spatial spread of the macroelectrode local field potential (LFP) as a radius of 1.5 mm (42) and the density of neurons in the human hippocampus to be 25,000 to 100,000/mm$^3$ (43, 44), an estimated 350,000 to 1,500,000 hippocampal neurons contribute to the LFP. Considering that the hippocampus contains $\sim 20,000,000$ neurons in gray matter (43), a bipolar pair of electrodes might only sample from $\sim 1/7$th to $1/30$th of the hippocampus. Indeed, in the rodent hippocampus, most ripples are spatially confined to a few millimeters (45). Consequently, detecting ripples might not be common on many trials, even in the case that a participant has multiple probes in the region. Second, several factors, such as poor proximity to ripple-generating circuits (1), signal quality, and gliosis, can all conspire to reducing ripple detection. Third, some recalls may not rely on hippocampally mediated episodic memory processes (46). Fourth, ripple rates shown here exceed those reported in previous nonhuman primate (6, 7) and human work (15), although this depends on detector settings, as shown in SI Appendix, Figs. 7 and 8.

Recordings from hippocampal subfield CA1 represent the best evidence for ripples signaling contextually mediated reinstatement, as PRE is robust across the FR (Figs. 2, 3, and 4J) and catFR (Fig. 4A–J) datasets. While the results are not as clear for the CA3/DG subfields, we present the same analyses because 1) CA3/DG is the only other hippocampal subfield where a large number of contacts were localized; and 2) CA3/DG shows significantly stronger PRE than ENT or PHC cortices (Fig. 3F). Not many of the CA3/DG contacts were likely to physically be in DG due to its relatively small volume (43), although because DG has significantly more neurons compared to other subfields, LFP from this group likely reflects combined activity across DG and neighboring CA2, CA3, and CA4. Future work using more precise localization could distinguish the origin of CA3/DG PRE and determine if the distinction found in rodents between fast gamma—as found in DG (37)—and ripples—expected in CA2/CA3—holds true for primates and maps onto specific behaviors.

In sum, hippocampal ripples preferentially occur before those recalls most likely to be achieved via contextual reinstatement of episodic memories. Our results support the hypothesis—developed from decades of rodent work—that ripples mediate episodic memory retrieval (10). While prior studies have linked high-frequency oscillations to memory retrieval in
humans (47, 48), using methods developed to isolate ripples, we uncover a clear physiological distinction between hippocampal and MTL cortical regions during episodic retrieval. Considering that episodic memory models implicate an inability to reinstate context in amnesics with MTL damage (21), these results suggest a link between memory loss and ripple malfunction.

Equations

Linear mixed-effects models are run by using the function MixedLM in the python package statsmodels with restricted maximum likelihood and Nelder–Mead optimization with a maximum of 2,000 iterations. The following equations are presented in pseudocode of the inputs to statsmodels. Statistics are presented as: $\beta \pm SE$, $P$ value, where $\beta$ is the coefficient being tested in Eqs. 1–4.

To compare PRE between two groups of trials—i.e., first vs. $\geq$ second recalls (Figs. 2B, 3B and C, and 4C and D), high- vs. low-clustering trials (Fig. 4 H–J), correct vs. intrusion trials (Fig. 2E), or SOZ vs. non-SOZ (SI Appendix, Fig. 9)—we use the linear mixed-effects model:

$$
\text{ripple rate} \sim \text{group indicator} + (\text{group indicator}|\text{participant}) + (\text{group indicator}|\text{participant : session}),
$$

where $\text{group indicator}$ is zero for the first group of trials and one for the second group of trials, $(\text{group indicator}|\text{participant})$ is a random intercept and slope for each participant, $(\text{group indicator}|\text{participant : session})$ is a random intercept and slope for each session nested in participants, and $\text{ripple rate}$ is the ripple rate in the bin from $-600$ to $-100$ ms aligned to vocalization (unless otherwise stated). The null hypothesis is no difference in PRE between the two groups. Negative coefficients indicate a decrease in ripples between the first and second group (e.g., a drop from $\geq$ second to first recalls).

We also investigate PRE individually for each participant (Fig. 2C). We fit a linear mixed model on the participant’s $\geq$ second recall trials:

$$
\text{ripple rate} \sim \text{bin indicator} + (1|\text{session}),
$$

where $\text{bin indicator}$ is zero for the bin $-1,600$ to $-1,100$ ms and one for the bin $-600$ to $-100$ ms aligned to vocalization; $1|\text{session}$ is a random intercept for different sessions; and the other factors are the same as in Eq. 1. The null hypothesis is no difference in ripple rate between the $-600$ to $-100$ ms bin and the same bin aligned 1 s earlier. We note that using the comparison between the PRE bin and the bin 1 s earlier is effectively a different test of PRE than using first vs. second recalls, as in Eq. 1. Therefore, Eqs. 1 and 2 show that PRE is both stronger for $\geq$ second recalls and rises above the basal ripple rates prior to recall, respectively.

To test the hypothesis that participants with better memories show a stronger PRE (reported in the legend of Fig. 2D), we used the linear mixed-effects model:

$$
\text{ripple rate} \sim \text{num recalls} + (\text{num recalls}|\text{participant}) + (\text{num recalls}|\text{participant : session}),
$$

where $\text{num recalls}$ is the number of total recalls by the participant from the list the trial came from, $\text{ripple rate}$ is the rate in the bin $-600$ to $-100$ ms, and the other factors are random effects for participant and session nested in participant, as in Eq. 1. The null hypothesis is no difference between number of recalls per list and change in ripple rate.

To make pairwise comparisons between regions to test if some regions have a stronger PRE than others (Fig. 3G), we used the linear mixed-effects model:

$$
\text{ripple rate} \sim \text{region indicator} + (\text{region indicator}|\text{session}),
$$

where $\text{region indicator}$ is zero or one for two different regions (in the order shown beneath each swarm plot in Fig. 3G), $(\text{region indicator}|\text{session})$ is a random intercept and slope for each session, and $\text{ripple rate}$ is the ripple rate in the bin from $-600$ to $-100$ ms aligned to vocalization. Note that every test is for bipolar electrode pairs in different regions for the same participant; therefore, only variance across sessions had to be accounted for. The null hypothesis is no difference in PRE between regions. Significance for each of the six pairwise comparisons is assessed with an FDR-corrected (Benjamini–Hochberg) t test to correct for the six comparisons.

We also made pairwise comparisons between regions for postrecall ripples (Fig. 3H). The equation is the same as Eq. 4, except that the ripple rates are from the bin 200 to 700 ms after recall.

Materials and Methods

Detailed methods are provided in SI Appendix.

Human Participants. The dataset includes 245 adult participants in the hospital for medication-resistant epilepsy with subdural electrodes placed on the cortical surface or within the brain for the purpose of localizing epileptic activity (49). All participants gave their informed consent to participate in this research study.

Data were recorded at eight hospitals from 2015 to 2021. The research protocol and informed-consent process were approved by the Institutional Review Board (IRB) at the University of Pennsylvania. Each participating hospital was sanctioned for research under a reliance agreement with the University of Pennsylvania IRB.

Tasks. Participants performed two versions of delayed free-recall tasks, where they viewed lists of words and subsequently recalled as many words as they could. Each list consisted of four phases: countdown, encoding, distractor, and retrieval. After a 10 s countdown, the encoding period consisted of 12 words presented sequentially on a computer screen. After a math distractor, participants were tasked to vocalize as many words as they could remember during the retrieval period. The first version of the task (FR) used lists of words that were uncategorized. The second version of the task (catFR) used lists of words drawn from three semantic categories per list that were presented sequentially in pairs of two.

Recordings and Ripple Detection. iEEGs were recorded from subdural grids and strips (intercontact spacing 10.0 mm) or depth electrodes (intercontact spacing 3 to 10 mm) and referenced by using neighboring bipolar electrode pairs. We used an algorithm recently shown to isolate ripples in human hippocampus (11) that is based on sharp-wave ripple detection in rodents (38) and interictal epileptiform discharge removal in epileptic participants (50). Control algorithms used this same algorithm with a higher frequency range (125 to 200 Hz) and a second algorithm recently used to detect ripples in MTL (15). Ripples were treated as discrete events throughout the paper.

Anatomical Localization. Structural MRI and computed tomography scans were coregistered by using Advanced Normalization Tools (28) to align the brain regions to the electrode montage. The point source of iEEG for bipolar electrode pairs is considered to be the midpoint between adjacent electrode contacts. Bipolar pairs in hippocampal subfields CA1 and CA3/ DG were localized by using a combination of neuroradiologist labels (Joel M. Stein and Sandhitsu Das, Penn Medicine, Philadelphia) and the automated segmentation of hippocampal subfields technique.

Plots. Recalls within 2 s of a previous recall were removed from consideration in order to avoid double-counting ripples. Therefore, every ripple in the raster and
PVTHs is a unique event. PVTHs were formed by binning ripples (100-ms bins) and averaging the raster plots across participants. For visualization only, PVTHs were triangle-smoothed by using a five-bin window (11), and a separate linear mixed model with sessions nested in participants was run at each bin to calculate the error bars (SE).

**Hold-Out Data and Preregistration.** Due to the unparalleled size of our datasets [the FR dataset alone has 20x more trials than previous studies of ripples in humans (11, 12, 15)], we came up with initial hypotheses based on analysis of only ~40% of the FR and catFR datasets. We registered these hypotheses on the Open Science Framework ([https://osf.io/y52wt](https://osf.io/y52wt)). For each of these preregistered analyses, we present statistics for the hold-out dataset. We also present statistics for the whole dataset for all analyses. Plots are shown using the whole datasets, and significance on figures is assessed using the whole datasets.

**Data, Materials, and Software Availability.** Data were collected as part of the Defense Advanced Research Projects Agency (DARPA) Restoring Active Memory (RAM) initiative and are available to the public ([https://memory.psych.upenn.edu/Electrophysiological_Data](https://memory.psych.upenn.edu/Electrophysiological_Data)). Code and processed data for all plots and analyses are available ([https://memory.psych.upenn.edu/files/pubs/SakoKaha21_code.tgz](https://memory.psych.upenn.edu/files/pubs/SakoKaha21_code.tgz)) (49). We preregistered our hypotheses as well as the initial figures for the first half of the data on the Open Science Framework ([https://osf.io/y52wt](https://osf.io/y52wt)). Questions should be addressed to sakon@upenn.edu.
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